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ABSTRACT The design  of a fiber optic communication net wol k originally intended for
monitoring and control in power distribution systems is discusseci. }Iy appropriate choice of
protocols, a fault-tolerant system can be built that operates in any arbitrary network
configuration.

The network, called AbNET, is a packet-bascfl  distributed protocol sys(em. l:looding
is used for maximum failure tolerance. Ilierarchica] (master-slave) polling controls access
to the system. This suppor[s  many data acquisition and corltrol applications. The protocols
allow multiple adjacent masters to share resources. A service reports the network’s
configuration to the master, where changes can be logged, and action taken if needed.

The system is transparent to the user, and maintains no record  of the clients it serves.
It is fast enough for many industrial control applicatic~ns.  Dec.ause hierarchical access control
is used, peer-to-peer communications, such as for MMS systems, do not map WC1l  into the
protocols, but can be accomplished via software at the master station.

(lnly a small number of fiber cables is needcxl for a high rc]iability  systcm, In many
industrial applications, where the inter-node distance  is not large, fiber is un]ike]y  to
represent a large fraction of the system cost.
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1 INTRODUCTION

In this paper wc will discuss a fiber optic communication system originally designecl for
monitoring and control of electric power distribution syste]ns. The power system
requirements lead to a novel clesign:  the assumptions usually mac]c in designing gcneral-
purpose computer communication systems do not appl y. There are two particular differences.
First, most local area nelworks  (1.ANs)  assume any user is likely to require communication
with any other with equal probability, whereas thr power system control application is
hierarchical (master-slave), and peer-to-peer communication is rare. Second, 1 AN topologies
arc usually fixed in advance, and are rather simple (loops or buses). in contrast, the config-
uration of a monitoring system for power distribution may have to change in the short term
because of damage, and in the long term because the power system evolves. lhcre are
advantages to having the system continue to operate even if some fibers are damaged, for
system restoration.

The goal of the design effort was a communication system that could operate with any
network topology, and would bc reliable even if some fibers weru damaged, or some nodes
inoperative. ‘1’hc result was a set of protocols for opcratirlg  a broadly applicable
communication system, whose operation is transparel]t  to the user. IIccausc the flow of power
in a distribution systcm is top to-bottom, a hierarchical (master-slave) approach to control
works well. IIowever,  peer-to-peer communications, for example to support MMS systems,
could be performed with a modification to the origil la] design.

2 DESIGN PHILOSOPHY

IJor control ancl monitoring of the power clistribution network, a c(~ll~l~l~l~licatioll  system that
would meet the worst-case requirements was nccdecl.  This meant that

● it could access as many localions  as necessary to support monitoring or control
functions,

● it could handle the highest data rate likely to bc recluirecl by any foreseeable
application,

● and it would continue to operate even if part of the network were’ cl’amagccl.

Essentially, what was needed was a communication system that would bc a transparent
“p}~onc company” for any and all automation functions. lhc to])ology of the communication
network outside the substation (where control is assumed to originate), is congruent with the
distribution system. ‘l’his means that each time there is a lateral in the distribution system,
for example, there must bc a spur in the communication system. A master node would be
located at each distribution substation. An example is shown in l;igure 1.
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Figure 1. The communication system topology is fixed by tt)e distribution system.
Each communication node can handle branches ir) the fiber, and serves
utility F{ernote l“erminal Units

Normally, the distribution system is operated  radially. There may be a handful of feeders
from each substation, branching to serve the loact.  ‘l’here is a lilnitcd  set of loops that are
normally open, but that can be reconfigured to provide an alternative way of bringing power
to any given location, The fiber can, of course, cross a switch whctbcr it is open or closed.
As a result, the fiber optic communication system is arranged not as a conventional ring, star
or bus system, but as a series of interconnected loops, with an occasional spur, as shown in
l:igure 2.
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Figure 2. Typical AbNET system topology i–
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3 COMMUNICATION SYSTEM DESIGN

3.1 System Protocols

The prob]cms to be solved in a communications network include message routing, access to
the medium, error detection and congestion control. ‘~hese problclns have been aclclressecl  in
a number of ways by network designers. A step towarcls  sta]ldarclization  of computer
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interconnections was taken when the Open Systems lntcrconncctions model of the
International Standards organization was released (Zimmerman, 1980).

The model splits the problem of computer communications into seven logical and
physical layers. While fcw existing neiworks  adhere strictly to this breakdown (and some do
not attempt to define any layer higher than the nctwol  k layer), we have found it advantageous
to place our consideration of the communications p] oblem firmly within this framework.

3.2 Network Layer

We begin this description of the protocols with the network layer bm.ause it is Ibis layer that
most differentiates this system from others. The prjl nary problems of the network layer are
controlling the flow of data in the network, and routing within the network. None of the
usual procedures adapt readily to the multiple-ring nature of OU1 communications system.
‘I%ey do not solve the routing problem, nor can they easily prevent endless message
circulation in a multiple-ring system. For routing our network uses a flooding algorithm.
This is a distributed solution. At all nodes, any message reccivccl  is retransmitted on all
outgoing lines. By adopting such a strategy, a messaj’,e insertccl  al lywhere into the conlmuni-
cations network will eventually be broadcast to all of the network. No message has any
specific route; in fact all messages take all possible routes. ‘l’his has two advantages: the
shortest route is always taken, since all routes are always explored; and the transmission is
very fault tolerant, since it dots not depend on any ~]articular  path. The robust performance
that this provides could be important in many industrial non-power applications.

The message must be removed, too, to pre~ent  endless circulation. The header of
every message contains a unique identifying numbel  that cfin bc storecl in every node that it
passes through. ]iach node decides whether or not the message will bc repeated depending
on whether the message has been seen before. The overhead recluired to implement this is
small. One or two bytes, added to the message, will sufke  for message numbering. I’he
message format is shown in IJigure 3.

This part of the communications protocol resembles the working of the body’s
immune system. On first exposure to a message, the nodes store information that will allow
them, on a second exposure, to recognize and kill the message. It is because of this similarity
that one of our group members proposed we call the systcm “ AbNET, ” after the micro-
biologists’ abbreviation “Ah,” for antibody.

EE:EZEEE
St)LC header AbNET header Poll or Response

\ i.,,,$’z~~

Complete SDLC message —-–
on fiber optic links j~”

address
control
sourca group
source node
source port
dest group
dest node

h

dest port
message ID
byle count

[[

data count
data

AbNf’T intra-network message format 1,, 111[1[1 ‘l]--2[2p[----’?-l
.-

Figure 3. The AbNET message header contains grc)up identification. It
allows nodes to be selective about whose traffic they will handle.
The AbNET package is embedded in a longer message, with its
own header, for transmission on the fiber
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l’he combined flooding/a.ntibocly  method is quite effkient. l’hc flooding algorithm means
all packets go down all links. The antibody algo] ithm means that all links transmii
message exactly once. Changes to the network configuration, even during operation,
easily be accommodated.

3.3 The Physical anti Data Link Layers

that
the
can

The physical layer on the network side uses fiber optics as the transmission medium.
Currently, the internodal speed is 2 Mbps, as speeds much hip,hcr than this would increase
the cost. (1.ower speeds, on the other hand, do not reduce the cost. ) ‘l’he data link layer uses
SDLC type protocol. Because of the low bit error rate in the physical layer, we have not felt
it necessary to implement error control, acknowledgment and retransmission in the data link
layer. Any retransmission necessary due to error is handled by a layer above AbNET.

“1’he network access bet wcen R’I’lJs aJd AbNl 0’ is 1{ S-232 asynchronous. Use of RTS
and 0’S is made to decide on start and end of data frames. This allows total transparency
of the protocol. This is important because several difl’erent  R’I’[J protocols are in use,
sometimes even within one utility.

3.4 Medium Access

In previous power system communications, it has usually been ncccssary  to limit trafllc by
having the RTIJs make some decisions on their own. RTIJs arc often designed to operate
with software that permits them to originate a transl nission only if they detect some drastic
change in the clata  they monitor. This approach is sometimes called Report-by -Ilxcepticm.
Some kind of medium access protocol must still be used. Collision (Ictection  has been used:
the problcm with this is that the response to a collision is always a delay. information
transfer is thus subject to unpredictable delays when a quick response is most needed.

Since the power system operating software is generally hierarchical, with centralized
decision making and decentralized monitoring and control, ‘1’hc AbNIiT system uses a
c.cmtralizcd  polling strategy at the transport layer. An RTIJ is thus a “slave, ” and can
transmit only if so directed by the master node. This method controls the slaves’ access to
the network and offers a mechanism for congestion control at a higher layer.

3.5 Z o n e s

At the border between two service areas are gateway nodes. In ~nost  communication systems,
a gateway is a node that can pass signals from the area of onc colnnmnication  system to
another if required, Often, such a gateway will examine the destination aclclress of a message,
to see where to send it. In the AbNli’1’ system, such selectivity is reserved for the ordinary
nodes, ‘1’hese nodes will only handle trafllc associated with their master. The gateway nodes
operate in what ethernet calls the “promiscuous” mode, l’hey will handle any message
presented to them. As a result of this approach, the nodes that aI e immediately adjacent to
the border see additional traffic generated on the other side.

This reversal of normal roles has important advantages ill the power system. I;irst,
at the border between two zones, or even two cornpfinies,  only onc communicant ion node and
one RTIJ need be installed, instead of two. Second, communicant ions can keep pace with the
changing power system confi gurat  ion. Special messages can bc sent from one zone into
another to redefine ownership. Should  power be lost to a substation unit, control of its
service area can be recovered, and assigned to neighboring substations.
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3.6 Services

A feature of a hig}lly fault-tolerant network is that failure of any particular connection may
not be detected, and several failures may have occurred before there is a communication
failure. There are a number of ways this drawback can be overcome; one of the more
obvious ones is to have intermediate nodes update a routing table in the message header.
Changes in the route taken by messages can then be logged. This approach increases packet
size, and may not detect changes in parts of the network that arc re(iundant,  because
duplicate copies of packets arc dropped.

An alternative is to temporarily suspend tllc distributed flooding algorithm, and
instead use a part of the network layer that is designed specifically to have each node identify
its nearest neighbor. “rhe remote nodes build their own table of neighbors, which they send
to the master periodically. Because the message flow requirecl for this task resembles the
operation of Sonar, we have designated this a Ping,

This approach takes time out of normal netw(u-k operation. In the prototype network,
a ping operation takes place about every 10 seconds, and a map at the master station is
updated at this frequency.

3.7 System Speed

The requirements of the power system application dictated that the communication system
be able to support data acquisition from a typical network at a rate of one complete scan
every three seconds. We have estimated that this an~ounted  to a data rate of about 3 kb/s on
a feeder (Kirkham, Johnston and Allen, 1994), which on its face presents no challenge to a
fiber based network.

IIowever,  while the fiber network may be underutilized at such a low data rate, the
overall system may be challenged to meet the requirement. Suppose that a request for data
is sent from the master station to the first node, and that tile master station waits for a
response before cent inu ing, III the power system a] lplication,  the RITJ will be connected to
the co]~~t~~tltlicatio~~s  node via an RS-232  connection. If this is operated at 9600 b/s, and if
the return data occupy 100 bytes, there will be a lag of about 100 ms before the polling
sequence continues. This would limit the network size to approxitnatc]y  30 R1’US. While this
may be acceptable ill many applications, it was thought that it should be possible to support
a larger number. ‘1’he polling approach was therefore modified. At present, four varict  ies of’
polling are available, as shown in lable 1.

Table 1. Comparison of protocol variants

———— ——_-— —.— — .——. —.. — —

Polling message Response Message
Protocol ______ -— —- ——-— ————  —.. —-..

type Addressing First hop F irst hop Timing
mode relay method direction———— ——. ——-— — -.—- —.-——

AbNET 1 Individual Flood Flood

AbNET 2 Broadcast Onward c)nly Return path only Simultaneous

AbNET 3 Broadcast Flood Flood Repeat poll
first

AbNET 4 Groups Flood Floocl Bursty————. —- —--—-— . .— .— . . . . .

Kirkham and Hsu: AbNE1-, a fault-tolerant fiber optic communication system page 5



AbNET 1 is a polling approach in which the master waits for a response before moving on.
In AbNET 2 and 3, the polling message is broadcast, find the slower RS-232 communications
between the communication nodes and the RTUS take place at the same time throughout the
network. (The clifference  between variants 2 and 3 is a smal 1 change in the sequence of
events at the node after a poll command is received. AbNE’1’ 2 would immediately begin to
pass the poll to the RTIJ, and repeat the poll message onward, whereas AbNIH’ 3 would im-
mediately  flood the poll in all clirections.  in practice, the dislinc[ion  may never be noticecl. )

The AbNET 4 variant allows the master station to serve several groups of RTUS, and
to distinguish between them. In this, it is the one wwiant that does not maintain complete
transparency of use. It has the advantage that it can :illow several “vir[uai  networks” to co-
exist on the same physical network, without interacting. This means that until there is
complete interoperability  of RTU protocols, RIUs with different protocols can safely be
operated together. This variant was designed by Licfml,  the 1 iccnscc of the AbN1lT system
for power system applications.

With any of the variants of the original protocol, the tilnc taken to poll the network
for data is approximately the same as the time taken to
of data in the system at any time is greater than in
standards. The maxinmln utilization factor is roughly
fiber speed, multiplied by the number of nocles. With
fiber system would be loaded at about 50% capacity.

poll a single Rrl’U. While  the amount
AbNI!,T 1, it is still small by fiber
the rat io of the RS-232 speccl  to the
100 nodes running continuously, the
With the normal  q-seconcl scan, and

with the anticipated amount of data,
capacity. The spare capacity may find

3.8 Reliability

the fiber system would be loaded to less than 1 %
future use for other functions.

The physics] layer is assumccl  to have a bit error rate of less than 10-9 for each link. With
an average packet size of 100 bytes (approximately 1000 bits), about one packet in a million
is corrupte(i and without error correction will be dropped by the lcceiving node. In a system
of 100 nodes, scanned every 3 s, there are about 109 packets  per year. Since the typical
packet travels more than 1 hop, without redundancy rnorc than 1000 packets per year will
be dropped. (’1’o avoid data loss, the SCADA systeln would re-poll if slaves fail to respond
within some timeout period, essentially performin!  a transport layer function. )

I;or a packet transmission to fail in a typical AbNIYI’ network, it is necessary for
transmissions on all links of a node to fail. Suppose there is a hypothctica]  network in which
a node has 3 links, each connected to a master 10 hops away, (’1’IIc typical degree of connect-
ivity for each AbNIIT noclc  is three. An AbNF.T  node is rarely connected to more than three
other nodes, and an AbNET node is not needed ii’ it connects only two other nodes. ) ‘1’hc
probability of one of the 10 links in all Zhree pat}~,~ droppinf,  the packet is (1 O x 10-G)q,  or
10-15, assuming there is no interconnection across paths. (Even this could be regarded as a
worst-case scenario, as interconnection would improve the reliability. )

With flooding, it will be so long between dropped packets that other causes will
predominate. The improvement due to the ovcrconnected  nature of the network is apparent,
and justifies the non-use of error-detection-based J etransmission  at the data link layer.

While the numbers above are simple estimates based on assumed topologies, it is clear
that the network is extremely robust if all the nodes are powered up. Power failure in part
of the network is much more likely in the case of tl le power syst cm appl icat ion (where storm
damage can black-out large areas), than in an industrial application, where the nodes are
likely to be less remote, An industrial application can be expected to drop few packets.
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The AbNEl protocols and the MMS protocols do not correspond WC1l. Iiach set has conl-
munications  following the flow of the product. In tllc AbNFH’ case, the power flows from
a central location out to the load; in the case of MMS, there is a “horizontal” flow
corresponding to a production line. In the latter situation, peer-to-peer communication is
normal, and valuable, whereas in the power system, top-to-bot[om  communication is more
useful. One of the essential components of AbNI1l’ is jboding. While flooding actually
ensures that all nodes receive all messages, it does not provide for peer-to-peer
communication. This is because flooding is a dulnb,  distributed protocol, designed for
robustness. While each node actually has available information about who the adjacent nocles
are, no use is made of this, except at the master station. To abandon this philosophy would
be to abandon the advantages of AbNET.

If peer-to-peer communication is demanded, it can be accomplished via the master, at
the application layer. Bearing in mind that AbNET is ideally a transparent communication
system, the application can use it to send peer-to-peer messages, with the master acting as
a sort of data exchange. Such communication can only be initiated when the master polls the
slave, so it may not be as fast as ordinary peer-to-peer communications. An estimate of speed
can be made, however. I’he delay from peer to neighboring peer would be 4 RS-232  delays,
instead of 2. This is hardly a serious itnpedirnent. An altel-llative  scenario in which
hierarchical and peer-to-peer communication co-exist, by a modification of the AbN1 H’
protocol, would require, in ac]dition, the implementation of congcs[ion  control. This has not
been required in any variant of AbNE’I’.

in a scenario where the~’e is a hierarchical relationship between a central command
station and a collection of devices, the AbNET system would have an advantage over an
architecture based on the peer-to-peer concept. Multiple devices may respond to a master
simultaneously. If devices contain address filters of their own, then messages from the master
can bc directed toward a device, a group of devices or all of tlmn. The flooding algorithm
and the redundant topology ensure that all recipients can receive messages through the
shortest path and with high reliability. Variants of AbNIH’  provide a function resembling
admission contro], allowing  the master to adjust the number of S]aVeS participating in the
hierarchical conversation with the master. In power system applications, this number is likely
to be fixed. 1 Iowcver, a dynamic algorithm for determine the lmunbcr  may be implemented
to control, in addition to the number of mastcl -slave colmrsa{ions,  the number of
peer-to-peer conversations allowed in the network at any given time.

5 CONCLUSION

“1’he design of a fiber optic communication network for monito~ ing and control in power
distribution systems has been discussed. l~y appropriate choice of Jwotoco]s, a fault-tolerant
system that operates in any arbitrary network contif,  uratioll  has been devised.

The network, called AbNET,  is a packet-based distributed protocol system. Flooding
is used for maximum failure tolerance. IIierarchical (master-slave) polling controls access
to the sys[em. l’his supports many data acquisition and control applications. ‘J’hc protocols
allow multiple adjacent masters to share resources. A low-level network service reports the
network’s configuration to the master, whc.re chan~es can be loggeci,  and action taken if
needed.

The system is transparent to the user, and maintains no recor(l of the clients it serves.
It is fast enough for many industrial control applications. Because hierarchical access control
is used, peer-to-peer ccmm~unications,  such as for MMS systems, (lo not map well into the
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protocols, but can be accomplished via software at the master station.
Only a small number of fiber cables would be needed for a high reliability system.

In many industrial applications, where the inter-node distance is not large, the fiber is
unlikely to represent a large fraction of the system cost.

The AbNET system offers a reliable architecture through the use of fiber optics, a
flooding algorithm and redundant connections. The hierarchical property offers an immediate
alternative in connecting factory systems that exhibit hierarchic] characteristics, In addition,
peer-to-peer communications may be accommodated through the usc of the master node. We
encourage those who are interested to consider the use of AbNIY1’  in other areas.
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